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ABSTRACT

In 1996, Judge Frank Easterbrook famously observed that any effort to create a field called cyberlaw would be “doomed to be shallow and miss unifying principles.” He was wrong, but not for the reason other scholars have stated. Feminism is a unifying principle of cyberlaw, which alternately amplifies and abridges the feminist values of consent, safety, and accessibility. Cyberlaw simply hasn’t been understood that way—until now.

In computer science, “defragging” means bringing together disparate pieces of data so they are easier to access. Inspired by that process, this Article offers a new approach to cyberlaw that illustrates how feminist values shape cyberspace and the laws that govern it. Consent impacts copyright law and fair use, the Digital Millennium Copyright Act (DMCA), criminal laws, and free speech. Each of those laws is informed by the invasive act of sharing nonconsensual intimate imagery, better known as “revenge porn.” Two other laws, the Americans with Disabilities Act (ADA) and the recent amendments to Communications Decency Act (CDA) § 230, are crucial to promoting web accessibility for all people, including disabled people and sex workers. And safety influences privacy law and the Computer Fraud and Abuse Act, which affect the rights of pregnant people and targets of online harassment. This Article concludes that feminist cyberlaw is a new term, but feminism has always been foundational to making sense of cyberlaw.
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I. INTRODUCTION

On April 14, 1996, nineteen-year-old Jennifer Ringley made a choice that foretold the future of feminism in cyberspace.¹ She began broadcasting her daily life with a small webcam focused on her dorm room.² Every fifteen minutes, the webcam snapped a still image that automatically uploaded to her website, Jennice.³ Viewers could tune in to the Jennicam to watch Ringley working.⁴ Or getting ready for a night out.⁵ Or preparing for a night in, sometimes with a boy.⁶ Not surprisingly, the Jennicam captured Ringley in


³ “Jennicam” has been stylized over the years as JenniCam, JenniCAM, and Jennicam—this Article adopts the latter. Reply All, Jennicam, supra note 1.

⁴ Weeks, A Life Laid Bare, supra note 2.
⁵ Reply All, Jennicam, supra note 1.
⁶ Id.
various states of nudity.\(^7\) (Ringley rejected the label of pornography.)\(^8\) Mostly male fans of all ages became obsessed with her feed.\(^9\) Views grew to more than one hundred million each day.\(^10\) Someone started a dedicated Jennicam Internet Relay Chat (IRC) channel.\(^11\) Someone else created a website dedicated to her feet.\(^12\) She was featured on This American Life, appeared on The David Letterman Show, and guest starred on the television series Diagnosis Murder.\(^13\)

But not everyone was a fan. After the Jennicam broadcast Ringley having sex with a fellow camgirl's fiancé, she became a target for harassment.\(^14\) Some women adopted whorephobic rhetoric and criticized Ringley.\(^15\) A prominent legal scholar likened her to a “call girl.”\(^16\) A Washington Post writer called her a “redheaded little minx” and an “amoral man-trapper.”\(^17\) She also received avalanches of “lewd, rude, and crude” emails.\(^18\) Those emails escalated to death threats accompanied by demands that she “show more.”\(^19\) In 2003, she pulled the plug on Jennicam and went almost entirely dark.\(^20\)

Ringley’s experience encapsulated a trio of feminist values—consent, accessibility, and safety, which often overlap—that inform cyberspace. While the feminist value of consent is complex and contested, it has long been central to feminist discourse.\(^21\) Ringley chose to broadcast her life online freely. Information accessibility drove women to establish many of the first American

---

7. Id.
8. Weeks, A Life Laid Bare, supra note 2.
11. Id.
12. Id.
15. Id.
18. Weeks, A Life Laid Bare, supra note 2.
20. But see Reply All, Jennicam, supra note 1.
Ringley had physical access to a webcam and an internet connection, and the technical ability to create a website that other people could access in turn. The longtime work of domestic violence advocates protecting clients from abuse reveals the importance of safety. Ringley received abuse and harassment in retaliation for Jennicam. But the development of responsive governance addressing these values was not a given.

The same year Ringley launched Jennicam, the co-founder of the Electronic Frontier Foundation, John Perry Barlow, issued *A Declaration of the Independence of Cyberspace*. He stated, “Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.” He added that citizens of cyberspace were “creating a world that all may enter without privilege or prejudice accorded by race, economic power, military force or station of birth.” Barlow specifically mentioned race and socioeconomic status, but he didn’t explore how an ungoverned cyberspace would affect women, queer, disabled, or other marginalized people. Ringley’s experiences suggested that a largely unregulated cyberspace affected women differently—and not for the better.

But the alternative was not necessarily preferable. As early as the 1980s, Congress and courts embraced the task of governing cyberspace, even when both barely understood it.

---


laws that apply to computers, networks, and the internet, collectively called “cyberlaw.”

Early cyberlaw scholarship focused on governance mechanics. Throughout the nineties and mid-aughts, however, scholars increasingly explored how oppression colored people’s experience of cyberspace and its governance. Sonia Katyal, Rebecca Tushnet, and Madhavi Sunder examined how digital intellectual property (IP) laws can disadvantage, and occasionally empower, marginalized people. Danielle Citron and Julie Cohen explored where existing information laws and policies can fail those same communities. Anita Allen, Jerry Kang, and Cheris Kramarae dove directly into issues at the intersection of gender, race, and cyberspace. And Jane Bailey and Adrienne Telford advocated for using cyberfeminism to explore
gendered dynamics in a technologically-sophisticated capitalist society. Investigating the interplay between cyberspace and marginalized communities continues with more recent scholarship by Kendra Albert, Lindsey Barrett, Carys Craig, Hannah Bloch-Wehba, Mary Anne Franks, Kate Klonick, Karen Levy, Elizabeth Joh, Kristelia García, Andrew Gilden, Ngozi Okidegbe, Blake Reid, Vincent Southerland, and Ari Waldman. So far, this work has been dynamic, diverse, and diffuse.


In computer science, “defragging” means bringing together disparate pieces of data so they are easier to access.\(^{34}\) Inspired by that process, this Article brings together cyberlaw doctrines in a new way that makes it easy to see how feminism shapes cyberspace and the laws that govern it. Such a claim is counterintuitive. Men are credited with building the internet.\(^{35}\) Men founded its most dominant websites.\(^{36}\) Mostly men enact laws that govern those sites.\(^{37}\) And mostly men interpret those laws.\(^{38}\) Yet feminist values and reactions to them play a central role in the development of cyberlaw doctrines.

Feminist cyberlaw uses intersectional feminism to understand how cyberlaws contribute to the oppression and liberation of marginalized people. bell hooks defined intersectional feminism broadly, meaning “the movement


\[\text{35. This is, unsurprisingly, a misconception. See generally CLARE L. EVANS, BROAD BAND: THE UNTOLD STORY OF THE WOMEN WHO MADE THE INTERNET (Portfolio 2018) (debunking the myth of male geniuses creating cyberspace).}\]

\[\text{36. All of the top five most visited websites were founded by men—sometimes multiple men. Top Websites Ranking, SIMILARWEB (2023), https://www.similarweb.com/top-websites/.}\]


\[\text{37. In 2021, Congress was comprised of the highest number of women in history—just 27%. Carrie Blazina & Drew DeSilver, A Record Number of Women are Serving in the 117th Congress, PEW RSRCH. CTR. (Jan. 15, 2021), https://www.pewresearch.org/fact-tank/2021/01/15/a-record-number-of-women-are-serving-in-the-117th-congress/. Congress also remains overwhelmingly white, with only 23% members identifying as racial or ethnic minorities—a record. Katherine Schaefer, Racial, Ethnic Diversity Increases Yet Again with the 117th Congress, PEW RSRCH. CTR. (Jan. 28, 2021), https://www.pewresearch.org/fact-tank/2021/01/28/racial-ethnic-diversity-increases-yet-again-with-the-117th-congress/.}\]

\[\text{38. Women comprise just under 33% of the federal judiciary, which is also a whopping 74% white. January 20, 2021 Snapshot: Diversity of the Federal Bench, AM. CONST. SOCY (2022), https://www.acsclaw.org/judicial-nominations/january-20-2021-snapshot-diversity-of-the-federal-bench/.}\]
to end sexism, sexist exploitation, and oppression.” \(^{39}\) Intersectionality, a term coined by scholar Kimberlé Crenshaw, is:

> a prism, for seeing the way in which various forms of inequality often operate together and exacerbate each other. We tend to talk about race inequality as separate from inequality based on gender, class, sexuality or immigrant status. What’s often missing is how some people are subject to all of these, and the experience is not just the sum of its parts. \(^{40}\)

Intersectional feminism recognizes that oppression comes from many sources and provides a framework for addressing the oppression of people with overlapping identities, such as Black women, queer women, disabled women, poor women, women crime victims, women across these identities, and even oppressed people who are not women at all. \(^{41}\) This means that hooks’ intersectional feminism is expansive; it arguably threatens to swallow all equitable movements. \(^{42}\) But a broad approach is crucial to realizing that equity for women that fails to dismantle oppression broadly reflects a privileged and partial feminism. \(^{43}\)

\(^{39}\) BELL HOOKS, FEMINISM IS FOR EVERYBODY: PASSIONATE POLITICS viii (South End Press 2000). Intersectional feminism stands in opposition to so-called white feminism, which can overlap with radical feminism and is prevalent within technology generally. Compare SHERYL SANDBERG, LEAN IN: WOMEN, WORK, AND THE WILL TO LEAD (2013) (describing “feminist” strategies for relatively privileged white women to navigate white collar workplaces) with MIKKI KENDALL, HOOD FEMINISM: NOTES FROM THE WOMEN THAT A MOVEMENT FORGOT 2 (Penguin 2020) (“[W]hite feminism tends to forget that a movement that claims to be for all women has to engage with the obstacles women who are not white face.”).


\(^{42}\) It certainly overlaps with aspects of lesbian and critical race feminism.

\(^{43}\) Compare SHERYL SANDBERG, LEAN IN: WOMEN, WORK, AND THE WILL TO LEAD (2013) with Kimberlé W. Crenshaw, *Demarginalizing the Intersection of Race and Sex: A Black Feminist Critique of Antidiscrimination Doctrine, Feminist Theory, and Antiracist Politics*, 1989 U. CHI. LEGAL F. 139, 140 (1989) (coining the term “intersectionality” to illuminate how overlapping characteristics, such as race and gender, create interlocking systems of oppression); Patricia
However, a different flavor of feminism has been a pervasive and persistent force in cyberlaw: radical feminism. Pioneered by scholar Catharine MacKinnon and popularized throughout the 1970s, radical feminism focuses on the belief that women’s oppression by men is responsible for the inequities that women experience economically, politically, and socially. Within this framework, men are privileged and women are subordinated. Radical feminists are not a monolith, but this Article details how radical and its adjacent feminisms shaped cyberlaw, from the embrace of criminal law to promote feminist goals to hostility toward pornography and sex workers.

The approaches and doctrines discussed in this Article are illustrative, not exhaustive. Alternate feminist movements, such as liberal feminism and critical race feminism, hold insights into feminist cyberlaw. Critical theories, including queer and critical race theory, provide additional cyberlaw perspectives. Beyond the lens of law, interdisciplinary methodologies, such as value-sensitive design and design justice, conceptualize the flaws and transformative potential of cyberspace. Among legal doctrines, other intellectual property doctrines, such as patents, trademarks, and trade secrets,
can be understood through feminist cyberlaw. So are governance doctrines, such as those surrounding data protection, cybersecurity, labor, and antitrust. International perspectives, both comparatively and on their own terms, hold insights into these and many more doctrines. Each and all these topics are ripe subjects for future feminist cyberlaw scholarship.

This Article begins that conversation by illuminating how a handful of core cyberlaw doctrines both undermine and underscore what I call the “Ringley Trifecta” of feminist values: consent, accessibility, and safety. Some of those cyberlaw doctrines were born of the internet, such as the DMCA, and others have become tethered to it intimately, such as privacy law. This Article offers a sharp taxonomy of cyberlaws, including general laws that were not intended,


54. My colleague Meg Leta Jones and I have asked colleagues to begin exploring these topics in our forthcoming edited volume. FEMINIST CYBERLAW (Meg Leta Jones & Amanda Levendowski eds., forthcoming 2024).
but nevertheless operate, as cyberlaws. The first category includes cyberlaws that can be appropriated for feminist goals, such as furthering feminist values. These laws are civil, and creative deployment of these general laws can promote the feminist values of consent and accessibility. Using the DMCA to remove nonconsensual intimate imagery is one example. The second category includes cyberlaws that cannot be appropriated for feminist goals. These laws are both civil and criminal, and they are intertwined with the feminist values of consent, accessibility, and safety. However, they are not equipped to consistently promote those values, but merely engage with them. Privacy, which has recently been gutted by the Supreme Court and no longer shields pregnant people from invasive scrutiny, illustrates this category. And the final category is feminist cyberlaws that can subvert feminist goals. These laws are enacted as cyberlaws with a feminist purpose, such as criminalizing nonconsensual intimate imagery or banning content promoting sex trafficking. However, their breadth means that these laws can be weaponized against marginalized people, threatening their safety and undermining their consent. These categories are contextual and flexible, and they offer the beginnings of a broader conversation about cyberlaws.

To begin the work of illuminating feminism’s role in cyberlaw, this Article proceeds in three Parts after this Introduction. Each Part analyzes a cyberlaw doctrine through one aspect of the Ringley Trifecta—consent, accessibility, and safety—by recounting the history of the doctrine, discussing how it promotes or subverts the central feminist value, and reflecting on the implications of those effects for both feminism and cyberlaw.

Part II examines how consent impacts copyright law and fair use, the DMCA, criminal laws, and free speech. The copyright doctrine of fair use allows other people to use copyrighted works without consent under certain conditions—and without concern for the desires of photographic subjects. The DMCA was enacted to prevent accessing others’ content without consent, which can include the distribution of nonconsensual intimate imagery. The latter issue has also encouraged scholars to call for new criminal laws combatting consentless invasions of privacy and dignity.

Part III explores the importance of accessibility by considering the effects of the ADA and the FOSTA/SESTA amendments to Communications Decency Act (CDA) § 230 on web accessibility. Activist plaintiff lawyers

57. Infra Sections I.B, II.C, IV.A.
58. FOSTA/SESTA is the colloquial term for the twin bills known as the Allow States and Victims to Fight Online Sex Trafficking Act and Stop Enabling Sex Traffickers Act.
made web accessibility for disabled people an urgent legal issue by strategically
suing corporations with inaccessible websites.59 But technological access is not
the only hurdle for an accessible cyberspace. After the enactment of the
FOSTA/SESTA amendments to CDA § 230, sex workers found themselves
increasingly isolated from the internet due to overaggressive content
moderation policies adopted by interactive service providers, a trend that is
bearing out with other marginalized communities as well.60

And Part IV exposes how safety influences privacy law and the Computer
Fraud and Abuse Act (CFAA). Increasingly, abuse is facilitated by cyberspace.
Technologically tracking abortion doctors and pregnant people exposes both
groups to increased risks of harassment by both anti-abortion activists and
police.61 Computers are used to spread hateful messages or fantasize about
hurting women.62 In both cases, the law cannot be appropriated to counter
these harms—occasionally for the better. This Article concludes that feminist
cyberlaw is a new term, but feminism has always been foundational to making
sense of cyberlaw.

II. IMPACT OF CONSENT ON CYBERLAW

Women’s bodies inspired the modern internet. In 2000, a Google co-
founder directed his engineers to create a tool for finding photographs of
Jennifer Lopez in a breast- and belly-button-baring gauzy green gown.63 Three
years later, a Harvard student secretly scraped his women classmates’
photographs to create a database dedicated to ranking their hotness.64 The
following year, three engineers launched YouTube so searchers could watch
Justin Timberlake nonconsensually reveal Janet Jackson’s breast during their

59. Minh Vu, Kristina Launey & John Egan, The Law on Website and Mobile
Accessibility Continues to Grow at a Glacial Pace Even as Lawsuit Numbers Reach All-Time
publications/law_practice_magazine/2022/jf22/vu-launey-egan/.
60. MTV News Staff, How the Social Media Censorship of Sex Workers Affects Us All,
61. Infra Section IV.A.
807 F.3d 508, 528 (2d Cir. 2015).
www.project-syndicate.org/onpoint/google-european-commission-and-disruptive-
technological-change-by-eric-schmidt-2015-01; Rachel Tashjian, How Jennifer Lopez’s Versace
Dress Created Google Images, GQ (Sept. 20, 2019), https://www.gq.com/story/jennifer-lopez-
versace-google-images.
64. Katharine A. Kaplan, Facemash Creator Survives Ad Board, HARV. CRIMSON (Nov. 19,
2003), https://www.thecrimson.com/article/2003/11/19/facemash-creator-survives-ad-
board-the/.
Super Bowl halftime show. But a decade before the male gaze was credited with internet ingenuity, early 1990s sex workers laid foundations for the present web by curating chat rooms, patronizing ecommerce sites, and creating online ads to help new users seek out nudity—with consent.

That irresistible impulse drove early internet governance. Just one year before Barlow unveiled his manifesto, then-Senator James Exon proclaimed that “[t]he information superhighway should not become a red-light district.” In the ensuing decades, platforms heeded his call by punishing online nudity, often targeting sex workers and queer people, sometimes lacking formal legal requirements to do so, and consistently creating a pattern of innovation and retaliation. Sex workers originated taking credit card payments for online transactions. Years later, growing numbers of credit card companies and other payment platforms refused to do business with them. Sex workers embraced online personal ads to promote their services. Threatened by state
attorneys general and Congress, those services folded.71 Sex workers and queer people created some of the original social networks.72 Yet many mainstream platforms censor their content.73

Unsurprisingly, corporations, Congress, and even courts remain uncomfortable with nude bodies, particularly women’s.74 This Part uses consent to explore how governing nudity in cyberspace plays out across copyright law, criminal law and enforcement, and free speech doctrine. Section II.A looks to copyright law, where Google’s appropriation of nude models’ photographs paved the way for other digital fair uses. In this critical case, however, the judge made no mention that the models never consented to their images becoming more easily findable online because copyright law considers such issues legally irrelevant. In other issues of nonconsensual use, however, the law is surprisingly responsive. Section II.B unpacks how the notice-and-takedown provisions of the DMCA can effectively take down intimate images shared online without consent, known as nonconsensual intimate imagery.75 But not all scholars and activists agree that civil remedies are the right approach to privacy invasions as repugnant as nonconsensual intimate imagery.

71. Julie Adler, The Public’s Burden in a Digital Age: Pressures on Intermediaries and the Privatization of Internet Censorship, 20 J. L. & Pol’y 231 (2011) (discussing the folding of Craigslist adult services and law enforcement seizing of Backpage). One of those services, Backpage, had an alarming history of nonconsensual sex trafficking victims also appearing in its pages. See, e.g., Jane Doe No. 1 v. Backpage.com LLC, 817 F.3d 12, 16 (1st Cir. 2016).
72. Decoding Stigma, supra note 66.
75. In its early days, nonconsensual intimate imagery and its distribution was often called “revenge porn,” a twofold misnomer: many distributions are for motivations besides revenge, and pornography is consensual. Nonconsensual intimate imagery distribution is also preferable to “nonconsensual pornography” for the latter reason.
distribution. Section II.C turns to advocacy for criminal nonconsensual intimate imagery distribution laws which, not unlike early radical feminist legislation banning pornography, raise First Amendment overbreadth concerns. Calls for criminalization also urge reflection about whether an oppressive criminal legal system can ever be harnessed for feminist goals. Each doctrine is impacted by how consent interacts with nudity, and feminist cyberlaw has something to say about all of them.

A. COPYING COPYRIGHTED NUDITY AS FAIR USE

Photographs of nude models paved the way for internet innovations like image search engines, plagiarism detection software, and accessible books for disabled people. 76 When Google launched its Image Search feature so users could ogle Jennifer Lopez’s breasts, it displayed copies of iconic images from her Grammys appearance. Those images were not owned by Google or even Lopez—they belonged to organizations like Getty Images. 77 Google did not have consent to display any of those images, but it did so anyway. And it did the same when it displayed copies of photographs of nude models from an agency called Perfect 10. 78 Unlike the owners of Lopez’s photographs, however, Perfect 10 sued.79

In 2007, seven years after the advent of Google Image Search, Perfect 10 sued Google for copyright infringement.80 In theory, Perfect 10 had a point. Photographs, including those featuring nudity, are copyrightable.81 The law

76. Perfect 10 v. Amazon, 508 F.3d 1146, 1155 (9th Cir. 2007) (search engines); A.V. ex rel. Vanderhye v. iParadigms, LLC, 562 F.3d 630 (4th Cir. 2009) (plagiarism detection software); Authors Guild v. HathiTrust, 755 F.3d 87 (2d Cir. 2014) (accessible library). Nudity also plays a role in offline fair use cases. See, e.g., Nunez v. Caribbean Int’l News Corp., 235 F.3d 18 (1st Cir. 2000) (unsuccessfully challenging nonconsensual publication of nude and nearly nude photographs of Miss Puerto Rico Universe 1997).
78. See generally Perfect 10 v. Amazon, 508 F.3d 1146, 1155 (9th Cir. 2007).
80. Perfect 10, Inc. v. Amazon.com, Inc., 508 F.3d 1146, 1154 (9th Cir. 2007). Perfect 10 also sued Google for trademark infringement and dilution. Id.
entitles copyright owners to a set of exclusive rights, including display.82 Appropriating exclusive rights in copyrighted works without authorization generally amounts to infringement.83 Which is exactly what Google would seem to have done by consentlessly displaying thumbnails of Perfect 10 images responsive to Image Search queries.84

Copyright law was not designed to be feminist—indeed, many scholars have offered feminist critiques of copyright law.85 The first copyright law, the Statute of Anne of 1710, was drafted and enacted by a British Parliament comprised of privileged white men, largely for the benefit of other privileged white men, to encode men’s vision for the intersection of creativity and capitalism.86 Most recently, the Copyright Act of 1976, largely drafted by a white woman named Barbara Ringer,87 eliminated formalities for copyright registration and extended copyright terms, which made it more challenging for the public to access and reimagine copyrighted works.88 And while copyright today protects works by authors of all genders, it also protects misogynistic,
racist, homophobic, ableist, and colonialist works as much as any others. Yet copyright law is a general law that often operates as a cyberlaw, and it can be appropriated for feminist goals, such as encouraging the creativity of marginalized authors or shielding subjects from unwanted uses. While Perfect 10 undoubtedly acted out of capitalist self-interest, its copyright lawsuit could have protected hundreds of models from the nonconsensual amplification of their nude photographs. However, copyright has a complex relationship with consent that complicates its ability to be appropriated for feminist goals and instead puts copyright into conflict with the value of consent.

That conflict is rooted in another area of copyright law, one that gave Google a powerful counterargument to allegations of infringement: its Image Search was fair use. The doctrine of fair use allows—even incentivizes—the use of copyrighted works without consent. According to the Supreme Court, “[f]rom the infancy of copyright protection, some opportunity for fair use of copyrighted materials has been thought necessary to fulfill copyright’s very purposes, ‘[t]o promote the Progress of Science and useful Arts.’” Keeping with the Court’s belief that fair use is classic Americana, the doctrine originated in another case that gave Google a powerful counterargument to allegations of infringement: its Image Search was fair use. The doctrine of fair use allows—even incentivizes—the use of copyrighted works without consent. According to the Supreme Court, “[f]rom the infancy of copyright protection, some opportunity for fair use of copyrighted materials has been thought necessary to fulfill copyright’s very purposes, ‘[t]o promote the Progress of Science and useful Arts.”

89. In some cases, copyright law even promotes the creation of such works. See, e.g., Campbell v. Acuff-Rose Music, Inc., 510 U.S. 569 (1994) (finding parody rap discussing “big hairy,” “need to shave that stuff,” “bald headed,” and “two timin’” women to be fair use); cf. Kimberlé W. Crenshaw, Beyond Racism and Misogyny: Feminism and 2 Live Crew, in WORDS THAT WOUND: CRITICAL RACE THEORY, ASSAULTIVE SPEECH, AND THE FIRST AMENDMENT (Mari J. Matsuda, Charles R. Lawrence, Richard Delgado & Kimberlé W. Crenshaw eds., 2019) (discussing the anti-racist sentiment in the same parody); Cariou v. Prince, 14 F.3d 694 (2d Cir. 2013) (finding appropriation of Rastafarian portraits to be fair use). However, requiring consent for every secondary use can stifle feminist critique. See, e.g., Mattel v. Walking Mountain Prods., 353 F.3d 792 (9th Cir. 2003) (observing that Mattel “would be less likely to grant a license to an artist that intends to create art that criticizes and reflects negatively on Barbie’s image,” which could be described as feminist art).

90. Carys Craig, Reconstructing the Author-Self: Some Feminist Lessons for Copyright Law, 15 J. GENDER, POLICY & L. 207, 236–37 (2007) (arguing that feminist theory can recast copyright law to create an “author-subject”). Creatively using copyright law to promote feminist goals is a longtime focus of my scholarship. See, e.g., Amanda Levendowski, Using Copyright to Combat Revenge Porn, 3 N.Y.U. J. INTELL. PROP. & ENT. L. 422 (2014) (arguing that copyright can provide targets of nonconsensual intimate imagery with useful remedies); Amanda Levendowski, How Copyright Law Can Fix Artificial Intelligence’s Implicit Bias Problem, 93 WASH. L. REV. 579 (2018) (asserting that copyright can create fairer artificial intelligence for women, queer people, people of color, and other marginalized people); Amanda Levendowski, Resisting Face Surveillance with Copyright Law, 100 N.C. L. REV. 1015 (2022) (proposing that copyright can prevent many forms of face surveillance predicated on profile pictures).


with litigation over publication of George Washington’s papers. Fair use was later codified by the Copyright Act of 1976 as a means of identifying permissionless uses that are “not an infringement of copyright.” Under fair use, certain uses are privileged and whether a use is fair comes down to how a court assesses four factors, including:

1. The purpose and character of the use, including whether such use is of a commercial nature or for nonprofit educational purposes;
2. The nature of the copyrighted work;
3. The amount and substantiality of the portion used in relation to the work as a whole; and
4. The effect of the use on the potential market for or value of the copyrighted work.

On appeal, in *Perfect 10 v. Amazon*, the Ninth Circuit examined Google’s use under the four factors of fair use and Judge Ikuta’s analysis of the first factor powerfully influenced subsequent digital fair uses. Under the first factor, the court inquired into whether Google use was “transformative,” meaning whether its image search engine did not “merely supersede the objects of the original creation” but “add[ed] something new, with a further purpose or different character, altering the first with new expression, meaning, or

---

95. 17 U.S.C. § 107. While fair use is often framed as an affirmative defense—the district court in *Perfect 10* treated it as such—the statutory language suggests it’s more like a wholesale exemption rather than an exception. See generally Lydia Pallas Loren, *Fair Use: An Affirmative Defense*, 90 WASH. L. REV. 685 (2015) (arguing that fair use should be understood as a defense, but not an affirmative one).
96. Those uses include “criticism, comment, news reporting, teaching (including multiple copies for classroom use), scholarship, or research . . . .” 17 U.S.C. § 107.
97. § Id.
98. 508 F.3d 1146 (9th Cir. 2007). It is worth noting that, under the second factor assessing the creativity of a work, Google argued that nude photographs were less creative than other artistic works—a proposition the district court rejected. *Perfect 10* v. Google, 416 F. Supp. 2d 828, 849–50 (C.D. Cal. 2006). It did, however, suggest that viewers of nude photographs were less discerning than others. Id. at 847.
message.” Judge Ikuta explained that search engines transform images from works into “a pointer directing a user to a source of information.” Judge Ikuta also noted that using the entire photographs did “not diminish the transformative nature of Google’s use.” Judge Ikuta concluded that “the significantly transformative nature of Google’s search engine, particularly in light of its public benefit, outweighs Google’s superseding and commercial uses of the thumbnails . . . .”

Judge Ikuta’s decision paved the way for transformative technological uses that were not only legally fair, but more socially fair as well. Nearly a decade later, the Second Circuit invoked her decision to support its finding that the HathiTrust Digital Library, a mass digitization project to provide accessible books to disabled people, was fair use. That same court cited Judge Ikuta’s reasoning to conclude that Google Books, the company’s massive searchable book digitization project, was transformative despite its commerciality. That decision enabled rich text and data mining research into Google Books volumes. And engineers of AI systems implicitly rely on the decision to curate more equitable datasets—ones without the well-documented discriminatory effects of earlier systems.

The legacy of Perfect 10 is not all positive. The right to hoover up other people’s photographs indiscriminately enabled Google Search results that

---

99. Id. at 1164 (quoting Campbell, 510 U.S. at 579).
100. Id.
101. Id.
102. Perfect 10 v. Amazon, 508 F.3d at 1166. The finding that commerciality was not dispositive marked a departure from the Supreme Court’s prior stance. Sony Corp. Am. v. Universal City Studios, Inc., 464 U.S. 417, 451 (1984) (“[E]very commercial use of copyrighted material is presumptively an unfair exploitation of the monopoly privilege that belongs to the owner of the copyright.”).
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traffic in oppressive imagery, including misogynoir, by suggesting pornographic results for searches of “Black girls” but not other comparable searches.\[108]\ Judge Ikuta’s rationale positioning search engines as fair use has been appropriated by face surveillance company Clearview AI, which describes itself as a “search engine . . . providing for highly accurate facial recognition,” to defend its private database of billions of scraped photographs used by law enforcement.\[109]\ And a similar fair use analysis can be invoked to argue that content used to train “deepfakes,” false video and audio generated by AI systems overwhelmingly used to create nonconsensual intimate imagery, are likewise fair use.\[110]\ There is also an important issue missing from Judge Ikuta’s decision entirely: what about the nude models whose images were made searchable online?

Google’s appropriation of photographs of those models made their images freely, easily available in a way they weren’t before. Previously, those Perfect 10 photographs were limited to newsstands ($7.99 an issue) and web subscriptions ($25.50 per month).\[111]\ The photographs’ existence were effectively obfuscated by paywalls that limited their accessibility. Google was not legally obligated to seek, or even consider, the models’ consent—it certainly was not given. Yet the Perfect 10 decision glosses over Google’s violation of the models’ agency.

The obvious reason is that copyright law is uninterested in photographic subjects, who have no copyright interest in works featuring their likeness.\[112]\ Recognizing authors as photographers, rather than subjects, originated with the decision establishing the copyrightability of photography itself. In *Burrow-Giles Lithographic v. Sarony,*\[113]\ photographer Napoleon Sarony snapped a shot of Oscar Wilde that was consentlessly reproduced by Burrow-Giles
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112. Selfies, which collapse author and subject, are the notable exception. *Supra* Section II.B. But see *Garcia v. Google,* 786 F.3d 733 (9th Cir. 2015) (unsuccessfully invoking copyright law to censor an actor’s appearance in a controversial film). Alternatively, other areas of law—such as right of publicity—are very interested in the nonconsensual use of one’s likeness.

Lithographic. Wilde—notorious, debonair, and controversial—undoubtedly made the shot noteworthy. But the Supreme Court took painstaking lengths to celebrate Sarony’s contributions, including:

posing the said Oscar Wilde in front of the camera, selecting and arranging the costume, draperies, and other various accessories in said photograph, arranging the subject so as to present graceful outlines, arranging and disposing the light and shade, suggesting and evoking the desired expression, and from such disposition, arrangement, or representation, made entirely by plaintiff, he produced the picture in suit.

According to the Court, Sarony, as the photographer, owned the copyright. Wilde, as the subject, was simply there.

This tension has become pronounced among open knowledge projects. Authors, who may or may not have permission from their subjects, are entitled to share their works for remix, reuse, and reappropriation. Organizations like Creative Commons (CC) make that easy. Dedicated to building a “vibrant, collaborative global commons,” CC offers a suite of licenses that modify the all-rights-reserved approach to copyright, which allows authors to make their works more accessible to all. But that includes organizations dabbling in dubious technology.

In 2020, IBM was outed for automatically copying, or “scraping,” CC-licensed photographs to fuel its face recognition technology. Many authors were alarmed. “None of the people I photographed had any idea their images were being used in this way,” explained Greg Peverill-Conti, who unknowingly
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115. Id. at 60.
117. About The Licenses, CREATIVE COMMONS (2022), https://creativecommons.org/licenses/.
contributed more than 700 photographs to the IBM dataset. The company reassured authors (and the public) that its product was not intended for law enforcement, but IBM has a long history of secretly selling oppressive surveillance tools to governments. Initially, IBM rode the wave of criticism. But in the wake of George Floyd’s murder by police officer Derek Chauvin, amid calls from Black Lives Matter and feminist activists to defund the police and abolish surveillance technology, IBM announced that it would sunset its face recognition program. Yet IBM was arguably legally entitled to use those photographs—through CC licensing, consent had already been granted.

To be clear, copyright law does not need to be changed to protect subjects. There are good reasons for showing or sharing works, even works featuring nudity, without subjects’ specific consent. Critics did so to expose the torture occurring at Abu Ghraib. Art enthusiasts might hang prints by Robert Mapplethorpe in their homes. Whistleblowers may leak harassing photographs from powerful men to the press. But copyright law barely defines definitively what constitutes fair use—it is even less equipped to determine what is “fair” in the sense of “equitable.” Other doctrines, such
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as the right of publicity, may be better tailored to solving the schism between photographers’ or fair users’ wants and subjects’ consent.127

B. TAKING DOWN NONCONSENSUAL INTIMATE IMAGERY WITH THE DIGITAL MILLENNIUM COPYRIGHT ACT

Sometimes, a photographic subject’s lack of consent to use a work coincides with copyright infringement. In 2013, David K. Elam II responded to the end of his relationship with Jane Doe by threatening to ruin her life.128 He delivered. Elam got to work about spreading Doe’s intimate images, shared in the context of a relationship, across the internet.129 He uploaded her images to multiple pornographic websites and directly shared links with Doe’s classmate and mother.130 Doe registered her selfies with the U.S. Copyright Office and sued for copyright infringement.131 Elam had no defense.

Crucially, Elam’s misappropriation was unlikely to be fair use. In a case over the republication of President Gerald Ford’s biography recounting his pardon of Richard Nixon, the Supreme Court stated that authors’ “right to control the first public appearance of [their] undissemilated expression will outweigh a claim of fair use” because “the scope of fair use is narrower with


130. Id. at *3. The posts often included Doe’s personal information, such as her name and school, and Doe received “countless” messages and requests from strangers through her personal social media accounts.

131. Id. at *6.
respect to unpublished works.” In the largest judgment of its kind, the district court awarded Doe $450,000 in damages for Elam’s infringement. And while imperfect, there was also another tool in Doe’s arsenal: the Digital Millennium Copyright Act (DMCA).

Enacted in 1998, the DMCA responded to a rapidly growing internet by providing copyright owners with new tools to tackle web users’ infringement. However, its provisions go beyond the exclusive rights traditionally protected by copyright law—it’s best understood as a paracopyright law. Its provisions revolutionized responses to copyright infringement in two ways. First, it created a safe harbor protecting online service providers (OSPs) from copyright infringement liability so long as the OSPs satisfied certain statutory conditions. Second, it created a new way for copyright owners to request removal of infringing content: notice and takedown. By sending compliant notices of infringing content to OSPs,
copyright owners could put pressure on OSPs to respond or risk losing their safe harbor. The DMCA falls within the first category: cyberlaws that can be appropriated for feminist goals, such as combating nonconsensual intimate imagery. But Congress certainly did not anticipate that the DMCA would become a powerful civil tool for removing such harassing and harmful content.

Victims of nonconsensual intimate imagery distribution have an interest in removing their images from the internet quickly and quietly. Consequences can be dire, from mental health diagnoses of anxiety, depression, or post-traumatic stress disorder (PTSD), to loss of employment, to self-harm. Drawn-out litigation can further burden victims, who are disproportionately women and queer people. Luckily, most nonconsensual intimate imagery victims can use the DMCA to remove their images.

A survey by anti-nonconsensual intimate imagery advocacy organization Cyber Civil Rights Initiative established that 80% of victims reported that their nonconsensual intimate images were selfies, meaning that victims are authors, subjects, and copyright owners all at once. As a result, most victims can use the DMCA notice process to take down their images. Sending a DMCA notice is free, unlike registering a copyright or initiating a lawsuit. Sending a DMCA notice does not require additional disclosure of the underlying image, unlike
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registration or litigation. Sending a DMCA notice doesn’t even require a lawyer, as any copyright owner or their agent can submit one. And, most importantly, it works.

Take Celebgate. In 2014, dozens of women celebrities’ nude images were hacked and leaked to reddit. The moderators of subreddits where the images appeared declined to respond immediately, and so did the site itself. But one thing caught reddit’s attention: DMCA takedown notices. As then-CEO Yishan Wong explained in his blog post about the incident, “In accordance with our legal obligations, we expeditiously removed content hosted on our servers as soon as we received DMCA requests from the lawful owners of that content, and in cases where the images were not hosted on our servers, we promptly directed them to the hosts of those services.”

While the DMCA took down the original photographs, irreversible harm had already been done. Jennifer Lawrence, whose images were included in the hack, put it bluntly by explaining “It’s my body, and it should be my choice, and the fact that it is not my choice is absolutely disgusting. I can’t believe we even live in that kind of world.”

Despite its effectiveness, some scholars, including Rebecca Tushnet and Jeannie Fromer, are skeptical that copyright should be invoked to tackle
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nonconsensual intimate imagery. Their concerns are not misplaced. Invoking the DMCA can have serious costs. As Cathay Smith has observed, the DMCA’s extrajudicial process encourages its weaponization by rightsholders. Jennifer Urban, Joe Karaganis, and Brianna Schofield illustrated how that weaponization threatens the free speech of fans, activists, and critics alike. And the practical success of DMCA takedowns also does nothing to change the dangerous societal attitudes that prize intellectual property rights over people’s privacy and autonomy. Yet despite its flaws, the DMCA can be effective when little else is.

C. CRIMINALIZING NONCONSENSUAL INTIMATE IMAGERY AND PROTECTING FREE SPEECH

Nonconsensual intimate imagery distribution is not only subject to civil remedies. The nonconsensual exposure of Rutgers freshman Tyler Clementi’s most private moments tested one of the earliest criminal nonconsensual
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intimate imagery laws. Unbeknownst to Clementi, his roommate and another student surreptitiously filmed him with another man, shielded only by a blanket, and streamed it live over the internet.\footnote{157} Clementi’s roommate tweeted about the invasion, saying “Roommate asked for the room till midnight. I went into molly’s [sic] room and turned on my webcam. I saw him making out with a dude. Yay.”\footnote{158} Three days later, Clementi died by suicide.\footnote{159}

The filming duo were charged with invasion of privacy under New Jersey’s nonconsensual intimate imagery statute.\footnote{160} Enacted in 2003, the law criminalizes, in part, when an individual:

knowing that he is not licensed or privileged to do so, he photographs, films, videotapes, records, or otherwise reproduces in any manner, the image of another person whose intimate parts are exposed or who is engaged in an act of sexual penetration or sexual contact, without that person’s consent and under circumstances in which a reasonable person would not expect to be observed.\footnote{161}

Violating the law is a third-degree felony.\footnote{162} In nearly all other states at that time, however, there were no targeted criminal nonconsensual intimate imagery laws.\footnote{163} Criminal nonconsensual intimate imagery laws fall into the third category of cyberlaws: feminist cyberlaws that can subvert feminist goals. While criminal nonconsensual intimate imagery laws can be powerful ways of retaliating against consentless acts that threaten victims’ safety, these laws can also be drafted so poorly—and unconstitutionally—that they can be weaponized against marginalized people. There also remains an open question
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among feminists about whether criminal laws can ever be used to promote feminist goals.\textsuperscript{164}

At the time, there were other criminal laws applicable to nonconsensual intimate imagery distribution. Some instances of copyright infringement are crimes.\textsuperscript{165} Other laws, such as the Computer Fraud and Abuse Act, criminalize the kind of hacking that targeted celebrities like Jennifer Lawrence.\textsuperscript{166} Manipulating images to create false disparaging ones amounts to criminal defamation in some states.\textsuperscript{167} One federal criminal law even requires recordkeeping to verify the identities and ages of performers in all visual depictions of sexually explicit conduct.\textsuperscript{168} Several of these laws or their civil analogs have been successfully used to combat nonconsensual intimate imagery but, of these, the New Jersey criminal law was most relevant to Clementi.

However, the mere existence of these laws did not make them easy for victims to invoke, even when they were applicable. Serious structural barriers remained. As victim and activist Holly Jacobs explained, “I don’t just see the gaping holes in our legal system; I experience them firsthand.”\textsuperscript{169} Law enforcement and prosecutors often blamed victims for taking the images and avoided taking on cases that were perceived as factually and technologically
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tricky.\footnote{170} Once victims found an advocate, lawyers and litigation remained expensive. And retelling the same story over and over, including publicly before a judge and jury, and possibly before the person who released the images, could mount a traumatic toll that some victims were not willing to take.

In 2014, scholars Danielle Citron and Dr. Mary Anne Franks believed existing laws could not be an effective deterrent—why else would rates of victimization be rising?\footnote{171} They opted to resist nonconsensual intimate imagery another way: by advocating for its criminalization.

In \textit{Criminalizing Revenge Porn}, Citron and Franks detailed the harms of nonconsensual intimate imagery to support their call for criminalization. In a study of 1,244 people, over 50\% of victims reported that their images were accompanied by their full names and social network profiles; over 20\% included their email address and telephone number.\footnote{172} Preventing nonconsensual intimate imagery, they explained, was more complicated than victims logging off. These kinds of accompanying disclosures meant that online aggression could translate to offline attacks, including stalking, harassment, and rape.\footnote{173} Citron and Franks positioned nonconsensual intimate imagery on the newest attack on women and girls’ autonomy, not unlike domestic violence, sexual assault, and sexual harassment.\footnote{174} Like those issues, the road to preventing nonconsensual intimate imagery would be “long and difficult.”\footnote{175} But perhaps a targeted criminal law could help.

Citron and Franks did not initially provide model legislation, instead opting to outline key features of nonconsensual intimate imagery laws.\footnote{176} The pair was mindful that a poorly drafted nonconsensual intimate imagery law could run afoul of the First Amendment and be struck down as unconstitutional.\footnote{177} That concern must be contextualized by a much earlier example of scholars
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advocating a different kind of law targeting nudity, this kind consensual: banning pornography.

In 1983, the Indianapolis city council enacted an ordinance inspired by the scholarship, advocacy, and model legislation of radical feminist scholars Andrea Dworkin and Catharine MacKinnon, who argued that pornography “is a systemic practice of exploitation and subordination based on sex that differentially harms and disadvantages women.” Consistent with Dworkin and MacKinnon’s work, the ordinance broadly defined pornography as

the graphic sexually explicit subordination of women, whether in pictures or in words, that also includes one or more of the following:

1. Women are presented as sexual objects who enjoy pain or humiliation; or

2. Women are presented as sexual objects who experience sexual pleasure in being raped; or

3. Women are presented as sexual objects tied up or cut up or mutilated or bruised or physically hurt, or as dismembered or truncated or fragmented or severed into body parts; or

4. Women are presented as being penetrated by objects or animals; or

5. Women are presented in scenarios of degradation, injury, abasement, torture, shown as filthy or inferior, bleeding, bruised, or hurt in a context that makes these conditions sexual; or

6. Women are presented as sexual objects for domination, conquest, violation, exploitation, possession, or use, or through postures or positions of servility or submission or display.

While the ordinance positioned itself as a feminist one, it only endorsed a radical flavor of feminism. Other feminists countered that MacKinnon and Dworkin’s approach ignored the ordinance’s paternalism, hostility to some feminist works, likely weaponization against feminists and lesbians, and effect on sex workers—many of whom are women and feminists—who might exercise their agency to choose consensual sex work. It also happened to be unconstitutional.


179. Id. at 138–39.

In *American Booksellers Association v. Hudnut*, booksellers challenged the statute as an unconstitutional restraint on free speech by invoking classic texts like Greek myths and James Joyce’s *Ulysses* as potentially prohibited “pornography.” At the Seventh Circuit, Judge Easterbrook observed that the ordinance’s definition of pornography was “considerably different” from the Supreme Court’s definition of obscenity, one of the few categories of speech unprotected by the First Amendment. The Supreme Court defined obscenity in *Miller v. California*, explaining that “a publication must, taken as a whole, appeal to the prurient interest, must contain patently offensive depictions or descriptions of specified sexual conduct, and on the whole have no serious literary, artistic, political, or scientific value.” Among its constitutional shortcomings, the ordinance did not contemplate that pornography could have any value, let alone “literary, artistic, political, or scientific value.” Indianapolis and its amici were undeterred by the mismatch and positioned it as a powerful way to move the needle on societal attitudes toward women. MacKinnon went a step further, asserting that “if a woman is subjected, why should it matter that the work has other value?”

As Judge Easterbrook explained, it mattered because the First Amendment could not tolerate what amounted to “thought control.” While Judge Easterbrook accepted Dworkin and MacKinnon’s position that all pornography created and maintained sex as a basis of discrimination—a contentious call—he nevertheless determined that pornography is protected speech. He concluded that well-intentioned bans on broad swaths of speech must yield to the First Amendment.

A sloppy criminal nonconsensual intimate imagery law ran the risk of becoming the next *Hudnut*. Sensitive to overbreadth issues, Citron and Franks recommended requiring proof that victims suffered harm. Similarly, they endorsed laws that reflected the state of First Amendment doctrine by including clear public interest exemptions. And they favored laws that put people on notice by providing clear, specific, and narrow definitions for
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important terms, such as "sexually explicit," "nude," and "disclosure." This tailoring, Citron and Franks explained, would elide constitutional issues with the legislation.

Many state legislatures agreed and answered Citron and Franks’ call, some even developing their bills in consultation with them. In less than a decade, the United States went from one New Jersey law to criminal nonconsensual intimate imagery statutes in 48 states, Guam, and the District of Columbia. But not every state credited Citron and Franks’ criteria for a criminal law. To the contrary, Arizona’s attempt at a criminal nonconsensual intimate imagery law embodied why the state earned its wild, wild west reputation.

The Arizona nonconsensual intimate imagery law stated that it was:

unlawful to intentionally disclose, display, distribute, publish, advertise, or offer a photograph, videotape, film or digital recording of another person in a state of nudity or engaged in specific sexual activities if the person knows or should have known that the depicted person has not consented to the disclosure.

The law ignored all of Citron and Franks’ recommendations. It did not require proof of harm—it did not even require proof that the person was recognizable or had a reasonable expectation of privacy in the image. It provided a handful of public interest exemptions, including when reporting unlawful activity to law enforcement or as required by law, when seeking medical treatment, and

191. Id. at 388–89.
when voluntarily exposed publicly or commercially. Newsworthiness was not among them. And while it included a definitions section, “disclosure” was not among the terms defined there. The law was flawed and overbroad. It’s no surprise that the American Civil Liberties Union took issue with it.

In *Antigone Books v. Horne*, the first lawsuit challenging a criminal nonconsensual intimate imagery law, Arizona bookstores rallied to protest the overbroad law banning speech. Booksellers explained that any law that criminalizes displaying Pulitzer Prize-winning photographs, publishing news articles detailing detainee’s abuse, distributing educational images of breastfeeding mothers, and disclosing unsolicited sexts to a parent—and that poses an existential threat to galleries, libraries, and bookstores that show, share, and sell works featuring nudity—must be unconstitutionally overbroad. However, the court never got a chance to agree. The booksellers and the Attorney General stipulated that the government would be permanently enjoined from “enforcing, threatening to enforce, or otherwise using Arizona Revised Statute § 13-1425 in its current form.”

After Arizona, several other states squarely confronted the constitutionality of their nonconsensual intimate imagery statutes. Vermont’s Supreme Court rejected the State’s assertion that all nonconsensual intimate imagery amounted to unprotected obscenity, but concluded that its interest in criminalizing nonconsensual intimate imagery was compelling, narrowly tailored, and constitutional. After Illinois’s statute was struck down by the lower court, the Illinois Supreme Court declined to create a new category of unprotected speech but determined that the statute did not overly restrict the disseminator’s speech and was neither overbroad nor vague. And the Minnesota Supreme Court similarly reversed the court of appeals by rejecting
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attempts to carve out nonconsensual intimate imagery as unprotected speech and ultimately upheld the statute as constitutional. In each case, the courts detailed and credited the serious harms inflicted on victims of nonconsensual intimate imagery, often citing Citron and Franks.

But constitutionality is accompanied by another challenge facing criminal nonconsensual intimate imagery laws: the criminal legal system itself. During the height of the Black Lives Matter protests in 2020, some feminists amplified longtime calls for abolition of the criminal legal system. And yet, as Citron and Franks illustrated, criminal laws can be invoked to prosecute harms against women and girls. How could those truths coexist? Elizabeth Bernstein coined the term “carceral feminism” as her resounding response that they cannot.

Carceral feminism describes the allure of a law-and-order agenda, an approach which reflects a “drift from the welfare state to the carceral state as the enforcement apparatus for feminist goals.” However, with poorly drafted nonconsensual intimate imagery laws like Arizona’s, feminist goals can be easily subverted and those laws turned against marginalized people, including trans and queer people. Sharing images of top surgeries, swapping photographs of queer intimacy, and even exposing videos of sexual harassment to the press could be swept into the scope of an overbroad criminal nonconsensual intimate imagery law, which could be weaponized by motivated prosecutors. When it comes to crafting criminal legal interventions, the specifics are critical.
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III. IMPORTANCE OF ACCESSIBILITY TO CYBERLAW

Former Senator Exon opened his remarks before the Senate by quoting a chaplain.210 “Almighty God, Lord of all life,” he proclaimed, “we praise You for the advancements in computerized communications that we enjoy in our time. Sadly, however, there are those who are littering this information superhighway with obscene, indecent, and destructive pornography.” 211 Exon’s prayer preluded his introduction of legislation criminalizing minors’ access to sex online.212

The Communications Decency Act (CDA) was intended to shield minors from “obscene or indecent messages,” as well as “patently offensive” messages, defining the latter as any message that “in context, depicts or describes . . . sexual or excretory activities or organs.”213 The law criminalized knowingly sending such messages to minors.214 The CDA did not define “indecent.”215 And while it cribbed obscenity language from Miller, it excluded any of the exemptions and caveats that made obscenity bans constitutional. Though Exon’s office was unlikely to acknowledge the inspiration, the CDA nevertheless mirrored many concerns raised by the radical feminist Hudnut ordinance.216 Immediately after the CDA was enacted, the ACLU and nineteen other plaintiffs challenged its constitutionality.

In Reno v. American Civil Liberties Union, the Supreme Court squarely confronted the internet for the first time.217 In its inaugural decision on this new medium, Justice Stevens explained that the internet was “known to its users as ‘cyberspace’ . . . located in no particular geographical location but

---

211. Id.; Exon Amendment No. 1268.
213. Id. at 859–60.
214. Id.
215. Id.
216. The more obvious influence is conservatism.
available to anyone, anywhere.” Despite the government’s claim that the CDA amounted to a sort of “cyberzoning,” its provisions “applie[d] broadly to the entire universe of cyberspace.” As a result, the Court determined that the CDA was a blanket, content-based restriction of speech. And a vague and overbroad one at that.

The CDA was silent about whether determinations of indecency or patent offensiveness were from the perspective of minors or all of society. With regards to the latter, Justice Stevens expressed prescient concerns about criminalizing parents who emailed their underage college freshmen information about birth control because the college town’s community may find those communications indecent or patently offensive. These issues, among others, led the Court to conclude that the CDA was unconstitutional under the First Amendment. As Justice Stevens put it, the CDA “threaten[ed] to torch a large segment of the internet community . . . [and] the interest in encouraging freedom of expression in a democratic society outweighs any theoretical but unproven benefit of censorship.

The Court’s decision in Reno enabled free, easy access to sexual content online—but only for some people and only in some contexts. This Part uses accessibility to examine how governing sex in cyberspace plays out across the Americans with Disabilities Act (ADA) and a surviving portion of the CDA, § 230. For many disabled users, ubiquitous online sex remains accessible only hypothetically. Section III.A examines how strategic litigation under the ADA casts the internet as a “place of public accommodation” requiring full accessibility of websites, including pornographic ones. Rather than provide paths to accessibility, other areas of law pose barriers to it. Section III.B illustrates how the FOSTA/SESTA amendments to the CDA existentially threaten sex workers’ online content with dangerous offline effects. Both laws expose how sex and accessibility in cyberlaw mesh and how feminist cyberlaw

---

218. Reno v. ACLU, 521 U.S. at 851.
219. Id. at 868.
220. Id.
221. Id. at 871–73.
222. Id. at 871 n.37.
223. Id. at 878. It is difficult to believe that the Supreme Court used to care about accessibility of information about birth control, but it did. Compare Griswold v. Connecticut, 381 U.S. 479 (1965) (recognizing that the constitutional right to privacy protects use of contraception by married people), with Dobbs v. Jackson Women’s Health Org., U.S. No. 19-1392 (2022), at *37 (perhaps not?).
225. Id. at 882, 885.
provides a framework for linking them to other restrictions on information, such as employment, childcare, and healthcare resources.

A. ACCESSING THE INTERNET USING THE AMERICANS WITH DISABILITIES ACT

On October 5, 2019, a New Yorker named Yaroslav Suris did what many people do on a Saturday: he visited a series of popular porn websites in an attempt to watch some videos. But titles like “Sexy Cop Gets Witness to Talk,” among others, did not work for Suris. But the websites were not down for maintenance. His operating system was updated. There was no outage with his wireless service. The videos’ unavailability was more fundamental. Suris is deaf, and none of the websites had adequate closed captioning.

While Suris is a man, resource inaccessibility disproportionately affects women. One in four people in the country are disabled, and most disabled people are women. Accessing sex is important, but websites increasingly determine the availability of other life-critical resources like banking, employment applications, childcare video conferences, and healthcare resources. Ensuring the internet’s full accessibility to disabled people could not be more urgent.

One approach to creating accessible television programs, DVDs, and streaming services is closed captioning, which displays transcribed and descriptive text over the videos. With closed captioning, deaf and hard-of-hearing people can enjoy videos, and it also enables anyone to experience videos in environments that might be loud, such as in bars and restaurants, or

227. Id. at 5. This Article does not endorse the use of any cops, let alone sexy cops, to coerce confessions from people accused of crimes.
228. Id. at 2–3. This Article does not capitalize deaf because here, it refers to the audiological condition of not hearing rather than the specific community of Deaf people who share a language, culture, and community. See generally CAROL PADDEN & TOM HUMPHRIES, DEAF IN AMERICA: VOICES FROM A CULTURE (Harv. U. Press 1988) (describing features of the Deaf community).
in quiet environments, like libraries and hospitals. While the Federal Communications Commission (FCC) regulates closed captioning for television, its regulations generally do not require captions for internet videos. But Suris wasn’t concerned with FCC regulations. Instead, he sued some of the biggest porn video websites alleging violation the ADA as a means of, as Bradley Allan Areheart and Michael Ashley Stein put it, “integrating the [i]nternet.” But the ADA is not a feminist cyberlaw. Indeed, it’s not a cyberlaw at all. Instead, it falls within the first category of “cyberlaws” as a general law that can be appropriated for feminist goals, like promoting web accessibility.


232. Bradley Allan Areheart & Michael Ashley Stein, Integrating the Internet, 83 GEO. WASH. L. REV. 449 (2015); Suris v. Mindgeek Holding, First Amended Complaint, No. 1:20-cv-00284, at *4 (June 10, 2020). Suris’ lawsuit was perhaps the most salacious, but it was far from the first. Decisions about web accessibility remain limited, but lawsuits are skyrocketing. Minh Vu, Kristina Launey & John Egan, The Law on Website and Mobile Accessibility Continues to Grow at a Glacial Pace Even as Lawsuit Numbers Reach All-Time Highs, AM. BAR ASS’N.: TECHSHOW ISSUE (Jan. 1, 2022), https://www.americanbar.org/groups/law_practice/publications/law_practice_magazine/2022/jf22/vu-launey-egan/. In the wake of booming litigation, the Department of Justice (DOJ) recently issued guidance on web accessibility under the ADA, Guidance on Web Accessibility and the ADA, DEP’T JUST. (Mar. 18, 2022), https://beta.ada.gov/resources/web-guidance/. The DOJ guidance is so new that it’s still hosted on a beta website. Id. But the internet’s hostility to disability predates this wave of litigation considerably and reflects it deeply. For an accounting of internet ableism, see Blake Reid, Internet Architecture and Disability, 95 IND. L.J. 591 (2020).

After decades of advocacy by disability rights activists and organizations, Congress finally recognized that disabled people are subjected to rampant isolation and discrimination, and—unlike many other marginalized people—lacked adequate legal means of recourse to address their subjugation.\footnote{42 U.S.C. § 12101(a).} In 1990, the ADA was enacted to, in part, “provide a clear and comprehensive national mandate for the elimination of discrimination against individuals with disabilities.”\footnote{42 U.S.C. § 12101(b).} It included the charge that:

\begin{quote}
No individual shall be discriminated against on the basis of disability in the full and equal enjoyment of the goods, services, facilities, privileges, advantages, or accommodations of any place of public accommodation by any person who owns, leases (or leases to), or operates a place of public accommodation.\footnote{42 U.S.C. § 12182(a).}
\end{quote}

The ADA defined a “public accommodation” as encompassing more than a dozen private entities whose operations “affect commerce,” including “motion picture houses, laundromats, museums, and day care centers.”\footnote{42 U.S.C. § 12181(7).} While the ADA did not expressly limit itself to physical places, all its examples were brick-and-mortar establishments.\footnote{Id.} Its impact was huge, opening new spaces to the sixty-one million adults in the United States living with a disability.\footnote{Disability Impacts All of Us, CTR. FOR DISEASE CONTROL & PREVENTION (2022), https://www.cdc.gov/ncbddd/disabilityandhealth/infographic-disability-impacts-all.html.}

The ADA defines “discrimination” as the exclusion, denial, or segregation of disabled people, including people who require auxiliary aids.\footnote{42 U.S.C. §§ 12101, 12182.} Qualifying entities may need to provide aids and services that include, among other examples, “qualified interpreters or other effective methods of making aurally delivered materials available to individuals with hearing impairments.”\footnote{42 U.S.C. §§ 12103(1), 12182(2)(a)(3).} Suris’ lawyer followed the steps of others to connect the two provisions and allege...
that the absence of effective closed captioning constituted a failure to provide auxiliary aids and services for deaf and hard-of-hearing people as required in places of public accommodation—this time, in cyberspace. And Suris had the law on his side.

Circuits remain split about how the ADA applies to the internet, with some declining to apply the ADA to websites that exist separately from a physical location. But in the Eastern District of New York, where Suris filed his lawsuit, Judge Weinstein had previously taken an expansive view of the ADA’s mandate to dismantle ableism. “A rigid adherence to a physical nexus requirement leaves potholes of discrimination in what would otherwise be a smooth road to integration,” he wrote, continuing that “[i]t would be perverse to give such an interpretation to a statute intended to comprehensively remedy discrimination.” But a judge never invoked Judge Weinstein’s conclusion to determine that Suris and other disabled people were entitled to equal access to experiencing sex online. Five months after Suris sued, the parties settled on undisclosed terms.


Closed captioning is far from the only accessibility issue disabled people face when seeking sex, or any information, online. Many disabled people, disproportionately so, do not own computers or smartphones or even access the web. A full 15% of disabled adults report not using the internet at all. Rarely discussed, this manifestation of the so-called “digital divide,” compounded by technical accessibility issues, deprives disabled people of experiencing the internet. While disabled people have proven that it is possible to live offline, it will become increasingly difficult as more life-critical resources shift to websites and apps.

Already, systemic barriers deny disabled people the positive effects of engaging with sex online, which can be educational, enjoyable, and even ethical. Pornography also creates opportunities for representation: many sex workers are disabled. The presence of disabled people in sex work is powerful. As much as society and the media ignore it, sex worker Billy Autumn explained that “[d]isabled people fuck.”

---

245. The Center for Democracy and Technology has done an impressive job of centering these issues—which include biased automated hiring software, flawed algorithmic benefits assessments, oppressive content moderation policies, and increased surveillance tools in schools—in recent years. Maria Town & Alexandra Reeve Givens, In Our Tech Reckoning, People with Disabilities are Demanding a Reckoning of Their Own, TECH. POL’Y PRESS (Jan. 24, 2022), https://techpolicy.press/in-our-tech-reckoning-people-with-disabilities-are-demanding-a-reckoning-of-their-own/.
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Many radical feminists, as well as others, object to those framings of pornography. Anti-pornography feminists, including MacKinnon and Dworkin, believe that pornography is exploitative and subjugates women. As Gail Dines put it, “[p]ornography is the perfect propaganda piece for the patriarchy. In nothing else is their hatred of us quite as clear.” Anti-pornography feminists also point to disturbing research detailing dangerous effects of pornography. However, it remains unclear how pervasive cultural misogyny factors into people’s experiences of pornography, including whether research results are attributable to correlation or causation. This ambiguity is why some researchers liken pornography to alcohol, which is likewise legal, ubiquitous, and extensively regulated—individual reactions depend on the person and vary considerably. But society has determined that these variations are not justifications for bans.

251. So do some other feminists. Conservative feminists, for example, likewise reject that pornography holds value. Those arguments go beyond the scope of this Article, but a deeper dive is provided by P. Brooks Fuller, Kyla P. Garrett Wagner & Farnosh Mazandarani, Porn Wars: Serious Value, Social Harm, and the Burdens of Modern Obscenity, 28 AM. U. J. GENDER SOC. POL’Y & L. 121 (2020).

252. ANDREA DWORKIN, PORNOGRAPHY: MEN POSSESSING WOMEN (1981); ANDREA DWORKIN & CATHARINE A. MACKINNON, PORNOGRAPHY AND CIVIL RIGHTS: A NEW DAY FOR WOMEN’S EQUALITY 138 (1988). Anti-pornography feminism is also bound up with objections to sex work, as discussed supra in Section III.B.


For now, the power of the ADA to promote web accessibility remains uncertain. The Supreme Court recently declined to resolve the developing circuit split over the scope of the ADA.256 Disabled people across America are confronted with a patchwork of web accessibility decisions, with their civil rights limited by jurisdiction and happenstance. Only subsequent litigation or legislation will reveal the ability of the ADA to create a cyberspace that reflects the accessibility that disabled people deserve.

B. AMENDING COMMUNICATIONS DECENCY ACT § 230 TO CRIMINALIZE SEX WORK CONTENT

Internet accessibility is also a perennial problem for sex workers.257 In the early 1990s, Danni Ashe joined Usenet, a precursor of contemporary web forums, and discovered that other users were illicitly swapping many of her photos.258 She decided to go direct-to-consumer by introducing herself on the Alt.Sex newsgroup, pointing people to her fanclub address to promote her work as a stripper and dancer.259 As she recounts, “I’ll never forget the stern reply I got from . . . the moderator of Alt.Sex, saying my ‘commercial postings’ wouldn’t be tolerated.”260 Decades later, the exclusionary sentiment that sex


259. *Id.*

260. *Id.*
workers do not belong on the internet was all but codified by the Fight Online Sex Trafficking Act and Stop Enabling Sex Traffickers Act (FOSTA/SESTA) amendments to the remainder of the CDA.261 FOSTA/SESTA falls within the third category of cyberlaws—it purported to be a feminist cyberlaw, one that bundled its prohibitions with banning sex trafficking content, but it has subverted other feminist goals, like bodily autonomy.262

Unlike the parts of the CDA that were struck down by the Supreme Court, CDA § 230 had less to do with sex and everything to do with capitalism.263 In the early 1990s, corporations began hosting interactive services, such as bulletin boards. Some users posted unflattering content, and subjects of users’ unfavorable posts countered with litigation.264 Not against users who’d posted the content, but against the companies that hosted their diatribes.265 And subjects started winning.266

While some members of Congress fretted about the infinite accessibility of sex online, others feared that crushing financial liability for these interactive computer services would bludgeon the burgeoning internet.267 Which is why


263. Of course, sex and capitalism often go hand-in-hand. For a deeper dive into sex work and capitalism, see HEATHER BERG, PORN WORK: SEX, LABOR, AND LATE CAPITALISM (2021) (interviewing eighty-one porn industry folks—including performers, producers, and directors—about their experiences with sex-work labor).
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Senator Ron Wyden and former Representative Chris Cox introduced CDA § 230, which, at its operative core, stated

No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.\(^{268}\)

Effectively, CDA § 230 created a safe harbor for interactive computer services from liability for users’ content. It threw in an incentive to moderate content without risking the loss of that safe harbor.\(^{269}\) It included limited carve-outs from the safe harbor for hosting content in violation of criminal and intellectual property laws.\(^{270}\) And after FOSTA/SESTA was enacted, it created new carve-outs for hosting user-generated content related to sex trafficking and prostitution.\(^{271}\)

FOSTA/SESTA embraced a radical feminist view of sex work when it codified that:

Nothing in this section . . . shall be construed to impair or limit . . . any charge in a criminal prosecution brought under State law if the conduct underlying the charge would constitute a violation of section 2421A of title 18 [criminalizing the promotion or facilitation of prostitution and reckless disregard of sex trafficking], and promotion or facilitation of prostitution is illegal in the jurisdiction where the defendant’s promotion or facilitation of prostitution was targeted.\(^{272}\)

The amendment codified the same impulse that booted Danni Ashe off Alt.Sex: sex workers should not be able to freely access the internet. As Kendra Albert explains, “FOSTA/SESTA is better understood as the logical extension

\(^{268}\) 47 U.S.C. § 230(c)(1). For a deeper dive into the history of CDA § 230, see Jeff Kosseff, The Twenty-Six Words That Created the Internet (Cornell U. Press 2019). That crimes and infringements are on the same level is a coup by the content-creation industry.

\(^{269}\) 47 U.S.C. § 230(c)(2).

\(^{270}\) 47 U.S.C. § 230(e). The latter exemption explains why ISPs are responsive to allegations of copyright infringement: not only can their failure to respond eliminate their DMCA safe harbor, but it can also shatter their CDA § 230 one.

\(^{271}\) 47 U.S.C. § 230(c). Both were already federal crimes that fell within the existing exemption for criminal content. 18 U.S.C. § 2421A. Accompanying provisions criminalized owning, operating, or managing interactive computer services with the intent to facilitate or promote prostitution and created a civil right of action for people harmed by services that promoted or facilitated trafficking of five or more people. 18 U.S.C. § 2421A. As Kendra Albert points out, FOSTA/SESTA did not remove CDA § 230 immunity for the latter claim, and courts have responded by saving Congress’ failure and exempting sites for liability anyway. Kendra Albert, Five Reflections from Four Years of FOSTA/SESTA, CARDOZO ARTS & ENTM’T L.J., at 12 (forthcoming 2022).

\(^{272}\) 47 U.S.C. § 230(e)(5).
of a set of campaigns to make it more difficult for folks engaging in sex work to use mainstream public accommodations, often pushed in the name of fighting sex trafficking. Viewed in that light, FOSTA/SESTA has been a resounding success at effectively banishing sex workers from web services that make their work safer.

Online advertising allowed sex workers to vet potential clients. Social media sites let sex workers create supportive communities, as well as swap harm reduction tips and client information. Used together, these aspects of the internet measurably reduced offline violence against sex workers. FOSTA/SESTA threw a wrench in all of that.

Even before FOSTA/SESTA, some sex workers struggled to place ads—many of the old standby websites folded. After FOSTA/SESTA, however,


276. Online harassment, however, remained high. Teela Sanders, Jane Scoular, Rosie Campbell, Jane Pitcher & Stewart Cunningham, Beyond the Gaze: Briefing on Internet Sex Work, U. LEICESTER 7–8 (2018); see also REPLY ALL, #119 NO MORE SAFE HARBOR (Apr. 20, 2018) (interviewing economist Scott Cunningham about measurable impacts of FOSTA/SESTA on violence against sex workers and generally).


many other sites declined to host their content. As one sex worker put it, “[s]ex workers are disappearing from the internet. Workers’ sites have been taken down, ad sites are hard to comply with and are always changing their rules, Twitter and Instagram are deleting accounts just for being a sex worker.”

Decisions by interactive computer services to effectively kick sex workers off their networks took a measurable toll: a comprehensive survey from sex worker collective Hacking/Hustling uncovered that 72.45% of respondents reported increased economic instability, and 33.8% reported increased violence from clients post-FOSTA/SESTA. Yet no moves have been made to repeal the law.

Effectively limiting sex workers’ presence online does not present a problem for all feminists. Many radical feminists, among other feminists, oppose sex work and reject sex workers’ assertions that they choose to engage in the sex trades. Anti-sex-work feminists believe that sex work is economically coercive and reifies patriarchal views about women. For anti-sex-work feminists, the harms of sex work cannot be overstated. In a debate about sex work, Catharine MacKinnon argued that the effect of money exchanged in sex work is akin to the physical force used in rape.

Some scholars and sex workers counter anti-sex-work conceptualizations of the sex trades. Critiques of sex work ignore that all labor is coercive under


capitalism, which does not negate the need for safe working conditions. It also minimizes the experiences of queer men, trans men, and nonbinary people in the sex trades. Sex workers have also called out the paternalism behind such arguments, which overlook the autonomy of sex workers to define their own destinies. In their own account of their experiences trading sex, Lorelai Lee explained that “[t]he things that sex workers do to stay safe are almost always the things civilians want to pass laws to stop.” Through that lens, it is no surprise that sex workers’ ability to freely access the internet sat squarely in congressional crosshairs.

Targeting sex workers’ online content is not an isolated act—it’s a harbinger of what will come for other marginalized communities. One of Albert’s lessons for technology policy advocates from FOSTA/SESTA is a warning that targeting sex workers is rooted in the same misogynistic, heteronormative impulses underlying attacks on content related to trans people and abortion access. They caution that “[s]hadowbanning, deplatforming, and the chilling effects that have come along with [FOSTA/SESTA] may happen to sex workers first, but as the invocations of moral panics succeed, the advocates who use them will not stop with those in the sex trades.” As trans healthcare and abortion are increasingly criminalized at the state level, interactive computer services may decide it’s not worth hosting that content either.
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293. 42 U.S.C. § 230(e)(3) (“Nothing in this section shall be construed to prevent any State from enforcing any State law that is consistent with this section. No cause of action may be brought and no liability may be imposed under any State or local law that is inconsistent with this section.”). This already played out under FOSTA/SESTA, which resulted in the
IV. INFLUENCE OF SAFETY ON CYBERLAW

Assistant Majority Leader Rhonda Fields ran for office in Colorado because her son and his fiancée were shot and murdered in 2005. To prevent heartbreak for other families, Fields sought office. She was the first Black woman elected to her district in Aurora, Colorado. Her district may sound familiar because, shortly into her term, a man opened fire in a crowded movie theatre, murdering twelve people and injuring seventy more. Fields responded by supporting gun legislation that was signed into law by the governor. Detractors retaliated. Fields’ family became the targets of vicious online harassment. As Fields recounted, “I just thought this came with the job, but when they used my daughter’s name, when they said ‘We’re going to come after you and your daughter and your family, and there will be lots of blood,’ that’s when it became real.”


294. Karen Augé, 5 Years After Son’s Murder, Mother Struggles to Redefine Her Life, DENVER POST (July 17, 2010), https://www.denverpost.com/2010/07/17/5-years-after-sons-murder-mother-struggles-to-redefine-her-life/. Javad Fields was slated to testify in his friend’s murder trial. Id.
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a gun,” alluding to the attempted assassination of former Representative Gabby Giffords, who was shot and nearly killed in Tucson, Arizona.\(^{300}\)

Threatening people’s safety through online harassment dates back to the early days of the internet.\(^{301}\) It includes a range of behaviors, such as: sexist, racist, homophobic, and ableist name calling; releasing nonconsensual intimate imagery; rape or death threats; doxxing;\(^{302}\) hacking; and much more.\(^{303}\) It can be a one-off message or a coordinated attack.\(^{304}\) It can be shared directly or tweeted into the ether. And it is alarmingly common. Of all American internet users, nearly one in four report experiencing online harassment.\(^{305}\) But harassment does not affect internet users equally.

As journalist Amanda Hess recounted in *Why Women Aren’t Welcome on the Internet*, women are likely to report being harassed on the internet.\(^{306}\) Women of color—including Black, Asian, Latine/Latinx, and mixed-race women—are also 34% more likely to be mentioned in abusive or problematic tweets than White women, with Black women being overwhelmingly targeted for

\(^{300}\) Id. The author of the missive was charged with harassment but, in a stunning rejection of carceral feminism, Fields requested that the case be dismissed after he agreed to a permanent restraining order. *Id.*

\(^{301}\) See, e.g., Julian Dibbel, *A Rape in Cyberspace*, VILLAGE VOICE (Oct. 18, 2005), https://www.villagevoice.com/2005/10/18/a-rape-in-cyberspace/ (iconically recounting graphic online harassment, amounting to a rape, within a LambdaMOO community). Definitionally, this Article discusses harassment as a social phenomenon that, in some circumstances, has legal consequences rather than hewing to the legal definition of harassment. This is because legal harassment generally requires direct communication with a victim in a way that is likely to cause annoyance or alarm, but not all actions amounting to social online harassment satisfies that legal definition. Amanda Levendowski, *Using Copyright*, supra note 90.

\(^{302}\) “Doxxing” exposes victims’ personal information, such as home addresses and jobs. It is common for victims of nonconsensual intimate imagery distribution.


\(^{305}\) Emily A. Vogels, *Roughly Four-in-Ten Americans Have Experienced Online Harassment, With Half This Group Citing Politics as the Reason They Think They Were Targeted. Growing Shares Face More Severe Online Abuse Such as Sexual Harassment or Stalking*, PEW RSCH. CTR. (Jan. 13, 2021), https://www.pewresearch.org/internet/2021/01/13/the-state-of-online-harassment/.

harassment.\textsuperscript{307} While percentages of people victimized by online harassment do not seem to be growing, it is becoming more severe.\textsuperscript{308}

For a time, “online” was perceived to be distinct from “offline.”\textsuperscript{309} That fantasy is disrupted when online harassment fuels offline consequences. Victims of online harassment report harmful, detrimental offline consequences to their mental health, including depression, anxiety, suicidal ideation, and panic attacks.\textsuperscript{310} Online harassment like doxxing puts victims at risk of strangers showing up to their homes or workplaces.\textsuperscript{311} Other harassment techniques popular in online communities, such as calling law enforcement with erroneous reports likely to attract SWAT teams, known as “swatting,” can even be deadly.\textsuperscript{312}

No matter the form, online harassment threatens the offline safety of its recipients irrevocably.\textsuperscript{313} This Part uses safety to examine how governing harassment in cyberspace plays out across privacy and the Computer Fraud

\begin{flushright}


\textsuperscript{311} CARRIE GOLDBERG, \textit{NOBODY’S VICTIM: FIGHTING HARASSMENT ONLINE & OFF} (2019); \textit{see also} Nathan Mattise, \textit{Anti-Doxing Strategy—or, How to Avoid 50 Qurans and $287 of Chick-Fil-A}, ARS TECHNICA (Mar. 15, 2015), https://arstechnica.com/information-technology/2015/03/anti-doxing-strategy-or-how-to-avoid-50-qurans-and-287-of-chick-fil-a/ (offering strategies to avoid doxxing after being a target).


\end{flushright}
and Abuse Act, the federal anti-hacking law. Section IV.A unpacks how longtime surveillance practices will be weaponized to invade the privacy of abortion providers and pregnant people after the Supreme Court’s recent overruling of Roe v. Wade. Information collected by search engines, technology companies, and data brokers can and will be used by anti-abortion activists and law enforcement to threaten the safety of people needing abortions or experiencing miscarriages—in some cases, it’s already happening. Under another law, however, technological harassment is criminally prosecuted, albeit with spotty success. Section IV.B looks at several high-profile prosecutions under the Computer Fraud and Abuse Act to expose an unexplored common thread: prosecutors targeting people using technology to threaten the safety of girls and women. Both issues illustrate the influence of safety on cyberlaw, and feminist cyberlaw offers a way to weave the two together.

A. INVADING PRIVACY WITH SURVEILLANCE TECHNOLOGIES

Internet harassment can be well-organized and alarmingly effective. In the mid-1990s, the American Coalition of Life Activists (ACLA) launched a website called the Nuremburg Files featuring wanted-style posters of abortion providers and supporters claiming their behavior amounted to “crimes against humanity.” The site doxxed doctors and clinic staff by publicly posting their names, photographs, home addresses, and even family details. The ACLA also launched a so-called Deadly Dozen poster targeting a handful of physicians. When physicians were injured, their names were greyed out; murdered physicians’ names were stricken through. When targeted providers sued the ACLA, the jury viewed the harassing website as a hitlist that violated the Freedom of Access to Clinic Entrances (FACE) Act, which was enacted to protect abortion seekers and allies from physical obstruction, intimidation, and interference with abortion rights. That jury awarded $120.8 million in actual and punitive damages, one of the largest verdicts in any online harassment case.

316. Id.
318. 18 U.S.C. § 248(a). Wild to think such a law could get passed a few decades ago.
319. Planned Parenthood of the Columbia/Willamette, Inc. v. Am. Coal. of Life Activists, 518 F.3d 1013, 1016 (9th Cir. 2008). The Ninth Circuit reduced punitive damages to $4.7 million. Id.
It was cold comfort. After the website’s creation, two abortion doctors were murdered in their homes. An abortion clinic was bombed.320 Another doctor was killed by a sniper.322 Immediately after, the site struck through the deceased doctor’s name.323

The right to an abortion was previously underpinned by privacy.324 In Roe v. Wade, Justice Blackmun recognized women’s constitutional right to decisional privacy when choosing abortion, explaining that “the Court has recognized that a right of personal privacy, or a guarantee of certain areas or zones of privacy, does exist under the Constitution,” despite privacy not being “explicitly mention[ed].”325

Privacy was once in the first category of “cyberlaws,” as a general law that was successfully appropriated for feminist goals in cyberspace, but that is no longer sustainable without meaningful legislative intervention. But that privacy right exists no longer in the eyes of the Supreme Court—its recent decision in Dobbs v. Jackson Women’s Health Organization eradicated it.326 Absent comprehensive privacy legislation, privacy falls into the second category of cyberlaws. Instead, privacy is presently relegated to the second category of cyberlaws that cannot be appropriated for feminist goals, such as reproductive justice.

321. Id.
322. Id.
323. Id.
324. See Roe v. Wade, 410 U.S. 113 (1973). Not all feminists embrace abortion as a pregnant person’s right, particularly conservative feminists. While those arguments are beyond the scope of this Article, a deeper dive into those discussions can be found in Victoria Baranetsky, Aborting Dignity: The Abortion Doctrine After Gonzales v. Carhart, 36 HARV. J. L. & GENDER 123, 170 n.156 (2013).
325. Roe, 410 U.S. at 152. Other key sources of privacy rights are sourced to an unusual source: law review articles. See Samuel D. Warren & Louis D. Brandeis, The Right to Privacy, 4 HARV. L. REV. 193 (1890); William Prosser, Privacy, 48 CALIF. L. REV. 383 (1960). The Court’s subsequent decision in Casey centered on grounding the right to an abortion in the Fourteenth Amendment’s due process clause, though privacy remained an important component. Planned Parenthood of Se. Penn. v. Casey, 505 U.S. 833, 846, 915 (“Constitutional protection of a women’s decision to terminate her pregnancy derives from the Due Process Clause of the Fourteenth Amendment . . . The woman’s constitutional liberty interest also involves her freedom to decide matter of the highest privacy and the most personal nature.”).
In *Dobbs*, Justice Alito claimed that the Court was compelled to overrule *Roe* and its successor, *Planned Parenthood v. Casey*, because “[t]he Constitution,” a document written entirely by men who could not become pregnant, “makes no reference to abortion . . . and no such right is implicitly protected by any constitutional provision.” Post-*Dobbs*, abortion became entirely or near entirely banned in thirteen states. It is strictly limited in many others. And these laws may extend to people experiencing miscarriages, who will be caught up in the prosecutorial fervor.

But *Dobbs* is not a complete throwback to the 1970s. Back then, law enforcement largely relied on human-driven intelligence and physical surveillance to invade the privacy of people needing abortions. Today, the government—and, in some instances, abortion activists—also benefit from the tireless assistance of what Shoshana Zuboff calls “surveillance capitalism,” meaning “the unilateral claiming of private human experience as free raw material for translation into behavioral data.” Pregnant people’s attempts at gathering information now involve search engines, technology companies, and data brokers, each of which can provide pregnant people’s information to law enforcement or, in some instances, anti-abortion activists.

Sharing and selling sensitive data is not new. The present information privacy crisis for abortion providers and pregnant people was predictable—and preventable. But the specific ways that abortion-related data will be
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weaponized to harass abortion providers, seekers, and people experiencing miscarriages remains uniquely invasive.

When it comes to law enforcement investigations of abortions and miscarriages, Cynthia Conti-Cook cautioned that “[t]he most harmful type of digital evidence is online search browsing history.”\(^{334}\) Even before *Dobbs*, she was proven right. In 2018, a Black mother named Latice Fisher was harassed by law enforcement and jailed for two years after her miscarriage.\(^{335}\) Evidence “against her” included her Google searches for abortion pills.\(^{336}\) In Fisher’s case, she voluntarily gave law enforcement access to her phone.\(^{337}\) That technique does not scale.\(^{338}\) But law enforcement has a tool that does: keyword warrants.

Close cousins to geofence warrants, which request geolocation data for devices within a particular radius,\(^{339}\) keyword warrants enable law enforcement
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\(^{338}\) As of 2019, high-end estimates pin the number of legalized U.S. abortions at 920,000 per year, Jeff Diamant & Besheer Mohamed, *What the Data Says About Abortion in the U.S.*, PEW RSCCH. CTR. (June 24, 2022) (synthesizing data from the Center for Disease Control and Guttmacher Institute, both of which are subject to caveats and limitations), https://www.pewresearch.org/fact-tank/2022/06/24/what-the-data-says-about-abortion-in-the-u-s-2/.

\(^{339}\) Geofence warrants were used to investigate the Capital Riots. Mark Harris, *How a Secret Google Geofence Warrant Helped Catch the Capitol Riot Mob*, WIRED (Sept. 30, 2021), https://www.wired.com/story/capitol-riot-google-geofence-warrant/. Geofencing more generally
to request sensitive information, such as all Google accounts and IP addresses of people who ran searches for certain keywords, such as “abortion pills,” “abortion clinic,” or even “Planned Parenthood,” over a period of time. Only a few such warrants are public presently—most are sealed or presumed sealed—but their use will grow as law enforcement realizes that can deploy a legal dragnet to invade pregnant people’s privacy, which may also set those people up for harassment.

Other technology companies collect equally sensitive information. Facebook, for example, already stores data that can get abortion seekers harassed, prosecuted, or both. Facebook messages are not encrypted by default, which means they can often be freely and easily handed over to law enforcement—and that is exactly what happened to a mother and her teen daughter who are being prosecuted for allegedly self-administering the

has been weaponized against abortion clinics already, with one organization using it target people visiting clinics with messages like “You Have Choices.” Nate Raymond, Firm Settles Massachusetts Probe Over Anti-Abortion Ads Sent to Phones, REUTERS (Apr. 4, 2017), https://www.reuters.com/article/massachusetts-abortion/firm-settles-massachusetts-probe-over-anti-abortion-ads-sent-to-phones-idUSL2N1HC04K.


daughter’s abortion. But there are even more surreptitious ways for Facebook to aid surveillance.

Despite the platform’s prohibition on sites and apps using Facebook advertising technology that send the company “sexual and reproductive health data,” an investigation by Grace Oldham and Dhruv Mehrotra revealed that hundreds of anti-abortion clinics use a piece of Facebook’s code called a tracking pixel. The pixel lets those sites capture sensitive information, including appointments for “abortion consultation” or “pre-termination screening,” alongside schedulers’ names, emails, or phone numbers. Those details are then shared with Facebook. As a result, the company retains a treasure trove of data about who is making, or attempting to make, abortion-related appointments and where those appointments are located.

Unlike technology companies, data brokers aren’t just in the business of hoarding data—they’re in the business of selling it. One particularly popular type of sellable data is location data. As the Supreme Court has recognized, location data can reveal the most sensitive information about people, including who’s attending church, sleeping at a lover’s apartment, or visiting an abortion clinic. There was a market for that data even before Dobbs. One company called SafeGraph obtains location data from apps and resells it. The company claims to track granular information about how often people visit a location, how long they stay there, where else they go, and—most alarmingly—where they live, down to a census block level. Perhaps spotting an opportunity, the company already marked “Planned Parenthood” as a
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trackable “brand” and sold data on more than six hundred Planned Parenthood locations, some of which provide abortion services.352

These sensitive disclosures can fuel harassment by anti-abortion activists and law enforcement alike. Search engine data can replicate, or even amplify, harassment like that experienced by Latice Fisher, both by targeting people who have abortions and people who did not obtain one. Anti-abortion clinics can masquerade as abortion providers to collect information about would-be patients and feed that data back to technology companies. Or activists and law enforcement can simply purchase providers’ and seekers’ location data.353 These routes lead to a long road of potential harassment, from mailing or emailing targets harassing anti-abortion messages such as “BABY MURDERER,” or pummeling them with harmful misinformation about abortion procedures. Other techniques, like doxxing, continuing ACLA’s campaign by creating hitlists, or increasing abortion providers’ and pregnant peoples’ contact with law enforcement, can pose serious threats to people’s safety.

Post- Dobbs surveillance will not be felt equally. Black and low-income pregnant people are already disproportionately surveilled.354 People of color are more likely to have pregnancy complications, such as ectopic pregnancies.355 And Black people miscarry at higher rates.356 Together, these realities increase the likelihood of contact between pregnant people of color, low-income pregnant people, and law enforcement. That contact can be dangerous. Once investigated by law enforcement, pregnant low-income
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people and people of color, especially Black people, are more likely to be arrested or otherwise deprived of liberty.\textsuperscript{357}

Abortion seekers face a dilemma: disclose private information that makes abortion attainable and risk its weaponization, or deprive oneself of crucial information that could make a life-changing decision easier.\textsuperscript{358} Legally, these technological entities owe users limited duties to protect their privacy.\textsuperscript{359} But that does not always align with people’s perceptions. Radical feminists may not want those expectations to be realigned entirely.\textsuperscript{360} Invasive surveillance techniques threaten the safety of abortion providers and pregnant people, but they can also be deployed to investigate misogynistic crimes that some feminists consider more worthy of prosecution, such as intimate partner violence.\textsuperscript{361} However, barring legislative intervention regulating these techniques, abortion providers, abortion seekers, and people experiencing

\begin{flushleft}
\textsuperscript{357} Paltrow & Flavin, supra note 354, at 322.
\textsuperscript{358} Helen Nissenbaum’s theory of contextual integrity explains why people are willing to disclose information in some circumstances or to some people but not others. Helen Nissenbaum, Privacy as Contextual Integrity, 79 WASH. L. REV. 119 (2004), https://core.ac.uk/download/pdf/267979739.pdf. Margot Kaminski’s conceptualization of “boundary management,” adapted from social psychologist Irwin Altman, also offers a useful framework for understanding privacy harms. Margot E. Kaminski, Regulating Real-World Surveillance, 9 WASH. L. REV. 1113 (2015).
\textsuperscript{360} Radical feminism played a powerful role in shifting and reshaping the discourse around intimate partner violence. For a deeper dive into the role of radical feminism in criminalizing intimate partner violence, see Carolyn Hoyle, Feminism, Victimology and Domestic Violence, in HANDBOOK OF VICTIMS AND VICTIMOLOGY 165 (Sandra Walklate ed., Willan Publishing 2007) (“Feminism, particularly radical feminism, has done more to help those harmed by domestic violence than any other movement. It was essential in altering policymakers and practitioners to the physical and emotional abuse that occurs within families.”).
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miscarriages have limited legal means of invoking privacy to protect themselves.362

B. HACKING UNDER THE COMPUTER FRAUD AND ABUSE ACT

Not all harassment is preventable with better tools or methods. In 2010, Hunter Moore launched the website isanyoneup.com to solicit and distribute nonconsensual intimate images, mostly of women.363 Alongside their photographs, Moore doxxed victims by including their full names, jobs, social media profiles, and cities of residence, all but ensuring the images would show up in Google Search results.364 Moore quickly established himself as the most hated man on the internet. He responded to desperate cease-and-desist letters with “LOL.”365 He described himself as a “professional life ruiner.”366 He reported having no trouble sleeping at night.367 Until the FBI arrested him for obtaining dozens of nudes by hacking email accounts, which violates the only criminal law inspired by the Matthew Broderick film War Games.368


364. Id. With the CFAA, the feminist values of consent and safety intersect.

365. Id. at 3. Moore invoked the provisions of CDA § 230 to protect himself from liability (though it was later revealed that he created some of the content himself). Id.


As a refresher, Broderick circa 1983 plays a teen hacker who accidentally hacks a military supercomputer. Several members of Congress embraced the view that the film was a “realistic representation of the automatic dialing and access capabilities of the personal computer” and responded by enacting what became the Computer Fraud and Abuse Act (CFAA). The CFAA penalizes, in its broadest provision, “intentionally access[ing] a computer without authorization or exceed[ing] authorization, and thereby obtain[ing] information from any protected computer.” Because a protected computer includes any computer “used in or affecting interstate or foreign commerce or communication,” the CFAA effectively applies to any device connected to the internet. The CFAA falls within the second category of cyberlaws, as it’s a cyberlaw that cannot—despite prosecutor attempts to the contrary—be appropriated for feminist goals of mitigating misogynistic harassment. Ironically, however, a narrow reading of the CFAA that permits certain types of harassment also paves the way for pursuing the feminist goals of investigating employment discrimination and corporate malfeasance.

In its early years, prosecutors used the CFAA to target various forms of hacking. But invocation of the CFAA as a straightforward hacking law did not last. In the thirty-seven years since the CFAA’s enactment, a deep, contentious split developed between the circuits that restricted the CFAA to hacking and interpreted its provisions narrowly and the others that significantly expanded its scope. In those latter jurisdictions, common uses
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376. EF Cultural Travel BV v. Explorica, Inc., 274 F.3d 577, 583–84 (1st Cir. 2001); Int’l Airport Ctrts., L.L.C. v. Citrin, 440 F.3d 418, 420–21 (7th Cir. 2006); United States v. John, 597 F.3d 263, 272 (5th Cir. 2010); Brown Jordan Int’l, Inc. v. Carmicle, 846 F.3d 1167, 1174–75 (11th Cir. 2017), all abrogated by Van Buren v. United States, 940 F.3d 1192 (11th Cir. 2019).
of the internet—such as lying in social media profiles,377 sharing passwords for streaming services,378 and even scraping websites379—could amount to CFAA violations. The law later garnered national attention for its breadth after the death of internet activist Aaron Swartz, who was prosecuted under the law.380

Several scholars have written about the scope of the CFAA.381 But existing work overlooks an unexplored trend among high-profile CFAA cases: prosecutors stretching the CFAA to tackle technology-fueled harassment targeting girls and women. Moore’s harassment happened to involve the kind of hacking squarely in the CFAA’s crosshairs, but the harassing behaviors of suburban mothers, law enforcement officers, and police sergeants were less so. Prosecutors brought CFAA charges against each of those people anyway. And they failed.

When Lorri Drew created a Myspace profile in 2006, it wasn’t for herself.382 She was a mother living in O’Fallon, Missouri—the account was for a fictional


380. For a deeper dive into the life of Swartz, who killed himself while being prosecuted under the CFAA, see THE INTERNET’S OWN BOY: THE STORY OF AARON SWARTZ (Luminant Media 2014).


A teen named Josh Evans. Masquerading as Evans, Drew began flirting with a girl named Megan Meier, a classmate of her daughter. This went on for weeks until “Evans” told Megan that he no longer liked her and that “the world would be a better place without her in it.” Later that day, Megan died by suicide. Prosecutors responded by charging Moore with violating the CFAA, alleging that she breached the Myspace Terms of Service (TOS), which, in part, required representation that “all registration information you submit is truthful and accurate.” Under their theory, Moore’s violation of the TOS amounted to unauthorized access of the website.

While the District Court was hypothetically open to some TOS violations amounting to CFAA violations, it found that “[t]reating a violation of a website’s terms of service, without more, to be sufficient to constitute [a CFAA violation] would result in transforming § 1030(a)(2)(C) into an overwhelmingly overbroad enactment that would convert a multitude of otherwise innocent internet users into misdemeanant criminals.” Judge Hu declined to do so and granted Drew’s motion for a judgment acquittal.

New York Police Department (NYPD) officer Gilberto Valle engaged in a different type of harassment. He lived with his then-wife and baby daughter in Forest Hills, Queens. He also had an active late-night second life where he graphically chatted with strangers about “kidnapping, torturing, cooking, raping, murdering, and cannibalizing various women,” including his wife and other women the couple knew. After discovering images of dead women on the couple’s shared laptop, Valle’s wife deployed the sort of spyware used to surveil victims of intimate partner violence and discovered Valle’s messages.
She alerted law enforcement about her findings. During the investigation, it was uncovered that Valle violated NYPD policy by accessing a program that enables searches of restricted databases containing sensitive information such as home addresses. He searched one woman’s name with no law enforcement purpose. Prosecutors charged Valle with “exceeding unauthorized access” in a companion provision to § 1030(a)(2)(C) focused on obtaining information from departments or agencies of the United States.

Until the investigation, most of the women were unaware that Valle brutally fantasized about them online, but they were nevertheless victims of harassment who likely felt that their safety was threatened. As Judge Parker explained, “fantasies of violence against women are both a symptom of a contributor to a culture of exploitation, a massive social harm that demeans women.” However, he continued, “in a free and functioning society, not every harm is meant to be addressed with the federal criminal law.” Valle claimed that because he was authorized to access the law enforcement program as part of his job, his lack of law enforcement purpose was irrelevant. Rejecting an Eleventh Circuit interpretation—in which a bureaucrat was found guilty of violating CFAA to surveil a string of women—a Judge Parker determined that the CFAA was ambiguous, and concluded that the Second Circuit was compelled by the rule of lenity to adopt Valle’s narrow interpretation of the CFAA.

While Drew and Valle targeted real women, an imaginary one was the subject of Georgia police sergeant Nathan Van Buren’s attempted harassment.
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Through his job, Van Buren encountered a man named Andrew Albo. The two developed a rapport—Van Buren handled disputes between Albo and various women, and in turn Van Buren asked Albo for a personal loan for $15,368. Unbeknownst to Van Buren, Albo surreptitiously recorded their conversation and presented it to the local sheriff’s office. The tape wound its way to the Federal Bureau of Investigation (FBI), which wondered just how far Van Buren would go for money.

To find out, the FBI asked Albo to ask Van Buren to search the Georgia law enforcement computer database for the license plate of a woman that Albo supposedly met at a strip club—he claimed to be concerned that the woman was an undercover officer. Given that several colleagues warned Van Buren about Albo’s volatility, one can imagine the danger in which a real woman undercover officer might find herself. Van Buren ignored department policy and accessed the database from his patrol car using his valid credentials, searched for the falsified license plate provided by Albo, and texted Albo that he’d uncovered information. But before Van Buren could get his reward, he was charged with a felony for exceeding authorized access under § 1030(a)(2)(C) of the CFAA.

After decades of the CFAA’s interpretive schism, the Supreme Court confronted this slippery law. Echoing Valle’s arguments, Van Buren claimed that misusing access does not amount to exceeding it. Justice Barrett interrogated the absurdity of the government’s argument, observing that “[i]f the ‘exceeds authorized access’ clause criminalizes every violation of a computer-use policy, then millions of otherwise law abiding citizens are criminals.” The Court declined to adopt such an interpretation, finally clarifying that violating TOS or computer use policies do not amount to federal crimes.
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Consistently, courts bent the bounds of the CFAA beyond hacking when it came to competing travel agencies, disgruntled personnel, and nosy employees, but not when it came to protecting the safety of girls and women.415 And, perhaps counterintuitively, that’s a good thing. The Supreme Court’s decision to adopt a narrow interpretation of the CFAA creates opportunities to combat oppression in ways that would otherwise be criminalized. It enables researchers to investigate race and gender disparities on employment websites.416 It empowers journalists to scrape data needed to report on racial discrimination, police misconduct, and anti-competitive behavior.417 It resists the temptation of carceral feminism by declining to rely on criminal law to promote feminist goals. And it reserves a range of non-carceral responses, such as civil lawsuits, adverse employment action, and medical interventions. However, the CFAA remains the key law used to prosecute Hunter Moore, which radical and other feminists would herald as a necessary invocation of criminal law against misogynistic abuse.

V. CONCLUSION

While Ringley launched Jennicam and Barlow penned his manifesto, Judge Easterbrook spoke at a symposium about Property in Cyberspace.418 He observed that any effort to create a course collecting varying strands of law relating to horses, from sales to torts, into a so-called Law of the Horse would be “doomed to be shallow and miss unifying principles.”419 So too, he said, of the law of cyberspace.420 He was wrong, but not for the reason other scholars

415. See, e.g., EF Cultural Travel BV v. Explorica, Inc., 274 F.3d 577, 583–84 (1st Cir. 2001) (scraping website by competitor violated CFAA); Int’l Airport Ctrs. L.L.C. v. Citrin, 440 F.3d 418, 420–21 (7th Cir. 2006) (installing program that deleted files violated CFAA); Brown Jordan Int’l, Inc. v. Carmicle, 846 F.3d 1167, 1174–75 (11th Cir. 2017) (reading others’ emails violated CFAA); all abrogated by United States v. Van Buren, 141 S. Ct. 1648 (2021). The CFAA creates civil and criminal penalties for the same provisions, and a fair number of broad interpretations were in the civil context.
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One unifying principle of cyberlaw is feminism. Cyberlaw is constantly amplifying and abridging the feminist values of consent, accessibility, and safety. Cyberlaw also engages with feminist goals, like preventing intimate partner violence, protecting sex workers, and preserving the privacy of pregnant people. And cyberlaw, viewed through a feminist lens, urges the emergence of legal practices that could create a more truly feminist cyberlaw. Feminism offers a means of making sense of cyberlaw. But, to be clear, cyberlaw is not feminist—yet.

Hopefully, scholars, advocates, and legislators will take an active role in developing feminist cyberlaw practice. Academics can center feminist cyberlaw perspectives in scholarship that influences law and policy. Practitioners can integrate feminist cyberlaw approaches into client counseling and advocacy. And lawmakers can prioritize legislation that embraces the feminist values of consent, accessibility, and safety to create a fourth category of cyberlaws: feminist cyberlaws that serve the overarching feminist goal of dismantling oppression. Contemporary cyberspace may feel bleak, but feminist cyberlaw can provide a playbook for a better future.
